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Prior Related Work

Natural language supervision:
- YFCC100M WSL (Joulin et al.)
- VirTex (Desai and Johnson)
- ICMLM (Sariyildiz et al.)
- ConVIRT (Zhang et al.)

Zero-Shot Transfer:
- Visual N-Grams (Li et al.)

Broad Evaluation and Robustness:
- VTAB (Zhang et al.)
- ImageNet Testbed (Taori et al.)
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Why contrastive?



Training
- Trained on 400M image-text pairs from the internet
- Batch size of 32,768
- 32 epochs over the dataset
- Cosine learning rate decay

Architecture
- ResNet-based or ViT-based image encoder
- Transformer-based text encoder

Some CLIP details



Linear probe performance vs SOTA vision models



Zero-shot performance vs model size



Prompt engineering



Robustness to natural distribution shift

Zero-Shot CLIP is much more robust!

7 ImageNet-like Datasets (Taori et al.)

- ImageNetV2
- ImageNet-A
- ImageNet-R
- ImageNet Sketch
- ObjectNet
- ImageNet Vid
- Youtube-BB



- Zero-shot performance is well below the SOTA

- Especially weak on abstract tasks such as counting

- Poor on out-of-distribution data such as MNIST

- Susceptible to adversarial attacks

- Dataset selection in the eval suite, use of large validation sets for 
prompt engineering

- Social biases

Limitations of CLIP



Typographic Attacks



StyleCLIP
(Patashnik et al.)

Steering a GAN Using CLIP

Applications of CLIP

CLIP4Clip
(Luo & Ji, et al.)

Video retrieval using 
CLIP features



“Dogs playing poker”

More text-based image generations using CLIP

“Geoffrey Hinton”“A banquet hall”

© Gene Kogan, Ryan Murdock
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Frozen
Approach

• fine-tuning θ hurts generalization 
(because the LM datasets size >> 
text/image coupled datasets)

• Modularity : plug-n-play any LLM !

• Proof on concept : small scale (7B 
model), but enough to show interesting 
properties for few-shot

• Training objective : for only one image ! 
But at inference multiple images 
supported (thanks to relative pos. enc.)

A simple architecture : a completely frozen LLM, 
conversion of the image w/ Resnet into 2 tokens
(~prefix tuning). Gradient flows through LLM9



Example inference 
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Possible thanks to Position encodings !



Approach - continued

MiniImageNet : benchmark used to measure few-shot capabilities (from Matching Networks for One Shot 
Learning, 2016)
New task : Fast VQA from ImageNet and VisualGenome (vs. Real-Fast VQA)
k-shots / k – repeats …

11



Encyclopedic Knowledge and OKVQA

14



Fast Concept Binding Examples:

15
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CoCa: Contrastive Captioners are Image-Text
Foundation Models
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SigLIP 2: Multilingual Vision-Language Encoders with Improved 
Semantic Understanding, Localization, and Dense Features
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Flamingo: a Visual Language Model for Few-Shot Learning



Approach
Text input interleaved with image

Visually-conditioned autoregressive 
text generation 
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Use of tanh and initialized to zero: to 
have no effect at training beginning



Approach
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Approach
Vision Encoder: From pixels to features

Architecture:
• Normalizer Free ResNet (NFNet) 

Trained on:
• Datasets of image and text pairs, 

using the two-term contrastive loss 
from Radford et al.

Perceiver Resampler: From varying-size 
large feature maps to few visual tokens.
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Approach
Training on a mixture of vision and language datasets

• Datasets
• M3W:Interleaved image and text dataset.
• ALIGN: 1.8B text-to-image
• LTIP: 312M long-text and image
• VTP: 27M short-video and text

• Multi-objective training and optimisation strategy. 
• Tuning the per-dataset weights 𝜆𝑚 is key to performance.
• Below weights were obtained empirically at a small model scale and kept fixed afterwards.
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Dataset M3W ALIGN LTIP VTP

𝜆m 1.0 0.2 0.2 0.03



Experiments and Results
Zero/Few-shot Performance

11



Limitations
Functional Limitations

• Hallucinations (Q)

• Poor generalization for long 

sequences

• Worse than contrastive models in 

classification

• Sensitivity to examples

Practical Limitations

• Text interface inconvenient for some 

tasks

• Expensive to train

Q: Is the model simply inferring answers through the prompts without using images?
14



Limitations

Learning new task or identifying trained task?

• Performance plateaus as number of examples 

reach 32

• Non-trivial performance without images (Q)

• Examples may be locating task in memory (Q)
• “Task Location” [8]

Q: Is the model learning a new task at inference or just identifying a task learned during training?

Q: Is it possible that the model’s success is just due to the capabilities of the LM?
15
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ViperGPT: Visual Inference via
Python Execution for Reasoning

Problem Statement: VLM Reasoning Tasks
• Visual Grounding

• Identifying the bounding box in an image 
that corresponds best to a given query.

• Compositional Image Question 
Answering

• Decomposing complex questions into 
simpler tasks.

• External Knowledge-dependent Image 
Question Answering

• Many questions about images can only be 
answered correctly by integrating outside 
knowledge about the world.

3

Query: pizza front

Query: Does that 
pancake look brown 
and round?

Query: The real 
live version of this 
toy does what in 
the winter?
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Approach: Overview
• ViperGPT is a framework for solving complex 

visual queries programmatically.

• Inputs
• Visual input 𝑥: image / videos
• Textual query 𝑞: questions or descriptions

• Output 𝑟: any type (e.g., text / image crops) 

• Program generator 𝜋:  𝑧 = 𝜋 𝑞
• 𝜋: LLMs
• 𝑧 : Python code

• Execution engine 𝜙:  𝑟 = 𝜙(𝑥, 𝑧)
• Python Interpreter
• API Implementation
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Approach: Program Generation
• Program Generator: GPT-3 Codex

• Obviates the need for task-specific 
training for program generation.

• Input: a sequence of code text
• Prompt: API specification
• Query for the sample under consideration

• Output: Python function definition as 
a string.
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Visual Grounding
• Requires spatial reasoning and object identification
• Modules provided:

o Find, exists, verify_property,
best_image_match, compute_depth,
distance

• Evaluated on RefCOCO and 
RefCOCO+

• Takeaways:
o Clearly outperforms zero-shot methods
o Still far behind fine-tuned models
o Expected result since this task focuses 

on visual understanding instead of 
reasoning 

21





Large Language Model

Tokenization

Embedding

“What's UMD's 
mascot”

The mascot for the University of Maryland (UMD) is Testudo, a 
diamondback terrapin (a type of turtle). Testudo has been the 
official mascot since 1933 and is a beloved symbol on campus. 
There are several bronze statues of Testudo around the UMD 
campus, and students often rub his nose for good luck before 
exams.

⋯ ⋯
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Large Language Model

Vision Encoder
Tokenization

Embedding

“What are they doing?”

⋯ ⋯

The eagle mascot is interacting with a bronze turtle statue. The mascot has its 
right arm extended, gently touching the nose of the turtle. This creates a 
friendly and engaging scene, with the mascot appearing to be in conversation 
with the statue. The bronze turtle is positioned on a black pedestal, adding an 
interesting contrast to the mascot's costume. This interaction seems to be 
taking place in an outdoor setting, possibly at an event or in a public space 
where the mascot is greeting or engaging with visitors.

https://molmo.allenai.org/
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