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Text as a Visual Representation

Pixels Fourier magnitude Depth map DINO features Text

a grey cat with
green eyes
standing on a
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Text-to-lmage

Text space Latent space Image space
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Learning Visual Representations from
Language Supervision

] . NS 3\ - " 3 Y
" 3\ N g 3| N
prem| oy 192 192 128 2048 20ag \dense
128 — —
55 N
13 13
5\ | 2 :
224 s | 3‘ N 3]_ j- R d
- X LS 3| U 13 dense’| |dense
3 [N 1000
192 192 128 Max L | |
Max 58 Max pooling 2048 2048
pooling pooling

48

Figure 2: An illustration of the architecture of our CNN, explicitly showing the delineation of responsibilities
between the two GPUs. One GPU runs the layer-parts at the top of the figure while the other runs the layer-parts
at the bottom. The GPUs communicate only at certain layers. The network’s input is 150,528-dimensional, and
the number of neurons in the network’s remaining layers is given by 253,440-186,624—64,896—64,896—43,264—
4096—4096-1000.



Learning Visual Representations from

Language Supervision

the veranda hotel plane approaching zrh
portixol palma avro regional jet rj

student housing by article in the local

lungaard tranberg paper about all the
architects in copenhagen unusual things found
click here to see where at otto s home

this photo was taken

not as impressive as

embankment that s for sure

this was another one with my old digital
camera i like the way it looks for some things
though slow and lower resolution than new
cameras another problem is that it s a bit of
a brick to carry and is a pain unless you re
carrying a bag with some room it s nearly x x
and weighs ounces new one is x x and weighs
ounces i underexposed this one a bit did
exposure bracketing script underexposure on
that camera looks melty yummy
gold kodak film like



Vision and Language

—

Stable Diffusion,
Dalle-1

—©




"""""

q>) A photo of a bird
+ Image Text

7)) ‘ ‘ g A photo of a dog
© . ‘ Encoder Encoder

.E A photo of a cat
O

@)

Push for similarity <+ — —» Push for dissimilarity

-
---------------------------------------------------------------------------------------------------------------------------------------------------------------------



HEL e e r eabies




Contrastive learning
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Related Works

« Visual N-Grams (2017) * VirTex (2020)

* First zero-shot transfer methodology » Transformer-based image captioning

* CNN to predict relevant words and n-grams * CNN encoder + transformer decoder
(adjacent order) from images architecture

» “Unsupervised” training on 30 mil Flickr « Caption generation for images lead to
images (used comments) richer classifications, requires nuanced

understanding
B  Better at downstream tasks like
Bl segmentation and object detection

parade in progress

A brown and white puppy lying on
green lawn looking at apples.

|

v

Language Supervised Pretraining

Predicted n-grams
GP

Silverstone Classic
Formula 1

race for the

— Transformers

\ Task: Image Captioning
Example: Object Detection
<& '

Predicted n-grams
navy yard
construction on the
Port of San Diego
cargo

3eorgia
Tech.




Related Works

« VirTex continued (diagram was too good not to discuss)

(7 % 7 x 2048)

a brown and white puppy

| Linear Projection

Visual Backbone
(ResNet-50)

[S0S] a brown and white ...

apples at looking lawn green

A brown and white puppy
lying on a green lawn

looking at apples. Visual Features

(7 %7 % H)

[EOS] apples at looking lawn ...

Textual Head

[ Linear + Softmax |
Attention Heads: | Add & LayerNorm I¢
A=H/d4 1
Feedforward | Feed F |
Size: F=4H
| Add & L?ym'Nunn ha
| Decoder Attention |
vt x4 :
| Add & Lé[xyeINm:l:n -
Masked Multi-
!Q{ query Head Attention
- key I
V value umd’injchona!
(size H) L4 *_K_Qf
| Word + Position Embedding |

Dual unidirectional Transformers for caption prediction bidirectional approach
Masked self-attention over captions and cross-attention with image features

Gr Georgia
Tech.



Approach (Data Collection)

« Raw web pairs aren’t going to be perfect

 Plenty of noise and even mismatches, abstract pairs
« Either way 2 CLIP gets stronger with weird stuff -' »
 CLIP filtering '- ERR -
« 500,000 unique internet queries to cover all domains B ¥ w
N " sy N A -
* Pulled in captions, descriptions, comments any kind N N =
of data paired with images ¥ i - m
* 1 query could pr.oduc.e max most relevant 20k image- - 7 5
text pairs, ensuring diversity p -
l

« De-duplication
» Image text pairs underwent de-duplication which just
ensures overlap is minimal
« Each sample should ideally be unique

 Also lowers overlap with benchmarking datasets, >

real evaluation and generalization capabilities :
Cir g



Approach (Tokenization)

 Text Tokenizer: Byte Pair Encoding (BPE)
* Relate each word in the text as character sequence
« Words also get end of word tokens (e.g., "fork" —

"fork </W>") Words in the data:
* Frequencies: Count up common adjacency pairs Initial vocabulary: word count  Current merge table:
* Merging: Merge common pairs, add to vocabulary Chafaitefs cat ;1
mat
° WhY? Split each word mats 2
. into characters mate 3
« Common words and subwords are tokenized well ate 3
 Great for zero-shot tasks eat 2

* No non-linear projection

» Other contrastive learning methods use a non-linear
projection between the representation and
embedded space

Gr Georgia
Tech.



Approach (Image Encodings)

 ResNet encoder

* CNN architecture, conv layers +
pooling - feature vector

« Linear layer for final embedding, L2
normed for ease of similarity

 ViT encoder
« Patches over image, flattened and
projected into embedding (like with
text)

« Positional encodings for those
patches, multi-head self attention +
feedforward neural nets are strong

« A classification token is added onto

the patch embeddings sequence, then

normalized too

[ Fu"y Connected Lau,er]

Convolutional Layer +
Activation Function +

L ] Classification Process

Convolutional Process

Feed-Forward
Network Patch Embeddings
34

) I O O |
3

Classification <+———

Vision Transformer (ViT)
Architecture

Transformer Block

Transformer Block

1 1
[ Linear iject|on+Posmon Embeddlng Georgla
4 ¢ Tech.
Generate Image
& W




CLIP: Contrastive Language-lmage Pre-training

Pepper the
aussie pup
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Why contrastive?

Zero-shot ImageNet accuracy
40%

Lx efficiency

3x efficiency

Bag of Words
e Contrastive

Bag of Words
Prediction

Transformer

0%

Language Model

oM 33M  67M 134M

268M
Images processed




Some CLIP details

Training
Trained on 400M image-text pairs from the internet
Batch size of 32,768
32 epochs over the dataset

Cosine learning rate decay

Architecture
- ResNet-based or ViT-based image encoder
- Transformer-based text encoder




Linear probe performance vs SOTA vision models

Linear probe average over all 27 datasets
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Zero-shot performance vs model size

RN50x16
o

q
RN50x64

1 1 L 1 LI 1

21.5 15.3 265.9
Model GFLOPs




Prompt engineering
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improvement

RN50x16

RN50x4

—@— Prompt engineering and ensembling
—@— Contextless class names (Li et al. 2017)

21.5 75.3
Model GFLOPs

265.9




Robustness to natural distribution shift

Zero-Shot CLIP is much more robust! == et robust moser ty =

Zero-Shot CLIP
® Standard ImageNet training
Exisiting robustness techniques

7 ImageNet-like Datasets (Taori et al.)

ImageNetV?2
ImageNet-A
ImageNet-R
ImageNet Sketch
ObjectNet
ImageNet Vid
Youtube-BB

Average on 7 natural distribution shift datasets (top-1, %)

65 70 75 80 85 90 95 100
Average on class subsampled ImageNet (top-1, %)




Limitations of CLIP

Zero-shot performance is well below the SOTA

Especially weak on abstract tasks such as counting

Poor on out-of-distribution data such as MNIST
Susceptible to adversarial attacks

Dataset selection in the eval suite, use of large validation sets for
prompt engineering

Social biases




Typographic Attacks

NO LABEL

LABELED “IPOD"

iPod
library
pizza

rifle
toaster
dough
assault rifle
patio

Granny Smith

library
pizza
rifle

| toaster
dough
assault rifle

17.5%
14.3%

Chihuahua

Miniature Pinscher
French Bulldog 7.3%
Griffon Bruxellois 5.7%
Italian Greyhound 4%
West Highland White Terrier 2.1%
Schipperke 2%
Maltese 2%

Australian Terrier 1.9%

Target class:

pizza

Attack text:
pizza

pretzel
Chihuahua
broccoli

hot dog

Boston Terrier
French Bulldog
spatula

Italian Greyhound




Applications of CLIP

StyleCLIP
(Patashnik et al.)

Steering a GAN Using CLIP

“Emma Stone” “Mohawk hairstyle” “Without makeup” “Cute cat”

CLIP4CIip r -
(Lu O & ‘-J i; et a | ) Similarity Calculator s

Video Encoder (ViT)
%”‘”"5 1110 = @#@H@#@#@M
Video retrieval using B

C |_ | P f eatures Text Encoder (Transformer) y = - Linear Projection of Flattened Patches

SCLTIITICN -/ Py
' = ‘@o ._,ps!

a cake is beingplacedon a plate Ny -




More text-based image generations using CLIP

"A banquet hall” ”Geoffrey Hinton" ‘Dogs playing poker”

© Gene Kogan, Ryan Murdock
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Frozen
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f 2] Language Model
Self Attention Layers hozel]
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Yé Vision ge Language Model e
Encoder Text Embedder

A

T

P

small red boat

P

 fine-tuning 6 hurts generalization
(because the LM datasets size >>
text/image coupled datasets)

» Modularity : plug-n-play any LLM !

* Proof on concept : small scale (7B

model), but enough to show interesting

properties for few-shot

« Training objective : for only one image!

But at inference multiple images

A simple architecture : a completely frozen LLM,
conversion of the image w/ Resnet into 2 tokens
(~prefix tuning). Gradient flows through LLM

supported (thanks to relative pos. enc.)

Gr Georgia
Tech.



Example inference

Answer:

The Wright

Blue <EOS> Steve Jobs s <EOQS> This is a dax 5 <EO0S>
f f t t t t ottt t
Self Attention Layers Self Attention Layers Self Attention Layers
(L [[H[[T[ J [[[ITI[IHI HIIIITIIH[III[ J [II[THIHI fefent IIIIII{IIII[ITIIIIIIITI )
Vision Text Vision Text Vision Text Vision Text Vision Text Vision Text
Encoder Embedder Encoder Embedder Encoder Embedder Encoder Embedder Encoder Embedder Encoder Embedder
| Question: Q: Who Q: Who ThlS is a ThlS is a Question:
What colousd invented invented dax. .. Y blicket. What is
{ is the car? this? A: this? A: this?
Answer:

(@) 0-shot VQA

10

brothers.

(b) 1-shot outside-knowledge VQA

Possible thanks to Position encodings !

(c) Few-shot image classification

Gr Georgia
Tech.
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Approach - continued

MinilmageNet : benchmark used to measure few-shot capabilities (from Matching Networks for One Shot

Learning, 2016)

New task : Fast VQA from ImageNet and VisualGenome (vs. Real-Fast VQA)
k-shots / k — repeats ...

O-repeats
0-shots
- :
Q
4
Q
o
©
£
£
£
w Task Induction
Answer with dax
or blicket.
g
(s}
>
)
n
©
L
o) O-repeats
0-shots

Support
from ImageNet

Question
from ImageNet

This is a This is a dax. This is a This is a dax. Q: What is this?
blicket. blicket. A: This is a
Support Question

This is a
blicket.

from ImageNet

This is a dax. This is a

blicket.

L

This is a dax.

from VisualGenome

Q: What is the
dax made of? A:

Model Completion

blicket.

blicket (vase)

dax (table)

Model Completion

wood



Encyclopedic Knowledge and OKVQA

n-shot Acc. n=0 [ n=1 | n=4 | 7
Frozen 59 | 97 | 126 | X
Frozen 400mLM 40 | 59 6.6 | X
Frozen gpetuned 42 | 4.1 46 | X
Frozen train-blind 3.3 7.2 0.0 X
Frozen VQA 19.6 - — X
Frozen VQA-blind 12.5 — - X
MAVEXx [42] 394 - - v

Table 2: Transfer from Conceptual Captions to
OKVQA. The 7 column indicates if a model uses
training data from the OKVQA training set. Frozen
does not train on VQAV2 except in the baseline row,

and it never trains on OKVQA.

14

Steve Jobs <EOS>
Self Attention Layers
Lottt J
Vision Text Vision Text
Encoder Embedder Encoder Embedder
Q: Who Q: Who
invented invented
this? A: this? A:

The Wright
brothers.

(b) 1-shot outside-knowledge VQA

Georgia
Gl" Tech



Fast Concept Binding Examples:

15

(a) minilmageNet

(b) Fast VQA

O-repeats
0-shots

Task Induction

Answer with dax
or blicket.

O-repeats
0-shots

Support
from ImageNet

Question
from ImageNet

Model Completion

blicket.

This is a This is a dax. This is a This is a dax. Q: What is this?
blicket. blicket. A: This is a
Support Question
from ImageNet from VisualGenome

This is a
blicket.

This is a dax.

This is a
blicket.

This is a dax.

Q: What is the
dax made of? A:

blicket (vase)

dax (table)

Model Completion

wood

Figure 4: Examples of (a) the Open-Ended minilmageNet evaluation (b) the Fast VQA evaluation.

Cr

Georgia
Tech.
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CoCa

two dogsrunning in a field [/s]

I Y O N

Multimodal
Text Decoder
—_— G
cls-token

attentional pooling

Image Unimodal
Encoder Text Decoder

! LR I A O A |

O0000000ooooo [s] two dogs runningin a field [CLS]

“two dogs running in a field” pairs

image text

. Image encoder produces unimodal

image representation.

. Unimodal decoder produces

unimodal text representation

. Contrastive loss between unimodal

image and text representations.

. Unimodal representations get fed

into multimodal decoder (cross
attention).

. Captioning loss between predicted

caption and actual caption
(autoregressive).



CoCa

Multimodal
Text Decoder

I

Image Unimodal
Encoder Text Decoder

f [

image text

Pretraining

classification

I
={> Image

Encoder

I

image

Visual Recognition
(single-encoder models)

/ alignment \
Image Unimodal
Encoder Text Decoder

image text

Crossmodal Alignment
(dual-encoder models)

image captioning &
multimodal representation

t

Multimodal
Text Decoder

Image Unimodal
Encoder Text Decoder
image text
Image Captioning &

Multimodal Understanding
(encoder-decoder models)

Zero-shot, frozen-feature or finetuning



CoCa: Contrastive Captioners are Image-Text

Foundation Models

two dogsrunning in a field [/s]

frt 1t 1111
- Multimodal

W Text Decoder

attentional pooling cls-token
Image Unimodal
Encoder Text Decoder
f LI N N O N

000000000000 [s] two dogs runningin a field [CLS]

“two dogs running in a field” } pairs

text

 Uses fine grain image representation
(256 image tokens) + unimodal text
representation.

* Ignores CLS.
» Uses cross attention.

 Obtain unified image-text
representation used to predict
probability distribution of the
vocabulary through autoregression.



CoCa: Contrastive Captioners are Image-Text
Foundation Models

ImageNet

915
NoCaps Kinetics-400

122 91

NLVR2

Kinetics-600
88 9l
SNLI-VE 88 5% Zero-shot
y ImageNet
83 67
= Mzzzc-:sc:‘g;ﬂ i
(specialized models)
Florence
— (dual-encoder)
SimVvLM
Zoro;shot a3 Zero-shot — (encoder-decoder)
Flickr30K (T21) Mscoco(T21)
[ cocCa
Zero-shot

Flickr30K (12T)



CoCa: Contrastive Captioners are Image-Text
Foundation Models

Model ImageNet Y 91 "
ALIGN*® 88.6 V b
Florence” 90.1 M
MetaPseudoLabels® 90.2 V "
CoAtNet* 90.9 F 3
ViT-G* 90.5 Y 5
+ Model Soups’ 90.9 C f 89
CoCa (frozen) 90.6 C §
CoCa (finetuned) 91.0 C g
= 5 88
Table 2: Image classification and video acti E
reference: 2(Jia et al., 2021) *(Yuan et al., 20 -
&(Wortsman et al., 2022) &(Arnab et al., 202
2021) !(Zhang et al., 2021a).
"5 500 1000 1500 2000 2500 3000
Is visual encoder finetuning that relevant? e

(a) Finetuned ImageNet Top-1 Accuracy.



SigLIP 2: Multilingual Vision-Language Encoders with Improved
Semantic Understanding, Localization, and Dense Features

LocCa loss (100%):
AR - captioning
SILC/TIPS loss (20%): Decoder - dense captioning
- self-distillation - ref. expressions

- masked prediction

IR

stop gradient aux. head _

SigLIP (v1)
image text
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Flamingo: a Visual Language Model for Few-Shot Learning

Input Prompt

This is a o :
L This is a shiba.
i Ty v e
y Tou ]
in Chile. popular in Japan.
Wha't is tl.le Flﬂe Wher.e is this What is the name
of this painting? painting et
Answer: The displayed? ot 2 Woere
. . . this was painted?
Hallucinogenic Answer: Louvres A )
Toreador. Museum, Paris. nswer:
UNDERGROUND "Un((i)(ellrtpl(l)tlin 4 - C?)l;tpl;;:s,, Output
- - & gt
2+1=3

-

» Completion |

a flamingo.
They are found
in the
Caribbean and
South America.

Arles.

"Soulomes"

3x6=18




Approach

Text input interleaved with image

Interleaved visual/text data

Visually-conditioned autoregressive

text generation

2
\
K=v=[Y] Q=[Y]

&
' tanh gating
X ———>  GATED XATTN-DENSE FEW

tanh gating
d

cross attention

y N kevexf ] e=Ivl__
Vision Language
input input

This is a very cute dog.

def gated_xattn_dense(
y, # input language features

x, # input visual features

alpha_xattn, # xattn gating parameter]

alpha_dense, # ffw gating parameter —

— init at @.

init at @.

e
"""Applies a GATED XATTN-DENSE layer."""

# 1. Gatgd
=Y

o) A ention
tanh(alpha_xattn)
# 2. G@ted Feed Forward (d@inse) Layer
y =y {l tanh(alpha_dense) § ffw(y)

attention(g='

y, kv=x)

# Regular self-attention + FFW on language

y = y + frozen_attention(q=y, kv=y)
y =y + frozen_ffw(y)

return y # output visually informed language features

This is

Use of tanh and initialized to zero: to
have no effect at training beginning

Georgia
‘:EI'Tbcﬁ?



Approach

Output: text

. Pretrained and frozen ;
a very serious cat.

frained Trom serateh —

| . _ n-th GATED XATTN-DENSE
Perceiver Perceiver i
IS S ek
1st GATED XATTN-DENSE

Processed text
<image> This is a very cute dog.<image> This is

Interleaved visual/text data

;’ This is a very cute dog. This is

Figure 3: Flamingo architecture overview. Flamingo is a family of visual language models (VLMs)
that take as input visual data interleaved with text and produce free-form text as output.

Gr Georgia
Tech. ,



Approach
Vision Encoder: From pixels to features

Architecture:
- Normalizer Free ResNet (NFNet)

Trained on:
- Datasets of image and text pairs,
using the two-term contrastive loss
from Radford et al.

Perceiver Resampler: From varying-size
large feature maps to few visual tokens.

Perceiver Resampler k J [ }

X.num layers ___________________ L1l ___ e
|

' |

x_f, # The [T, S, d] visual features (T=time, S=space)

'
FFW : tine_embedding

ngs, # The [T, 1, d] time pos embeddings
b E x, # R learned latents of shape [R, d]
! num_layers, # Number of layers
Attention 1 0
1
T K=V=[X,,X] I 1 T Q=[x] ' “""The Perceiver Resampler model."""
|

i
_ SRl | I_)f_____"_! # Add the time position embeddings and flatten.
STTTTITTINT
0 ’ ‘ [ ’ ’ x_f = flatten(x_f) # [T, s, d] -> [T * s, d]
flatten # Apply the Perceiver Resampler layers.
for i in range(num_layers):
# Attention.
+ attention_i(q=x, kv=concat([x_f, x]))
# Feed forward
x + Ffw_i(x)
return x

Learned
latent
queries

Figure 5: The Perceiver Resampler module maps a variable size grid of spatio-temporal visual
features output by the Vision Encoder to a fixed number of output tokens (five in the figure), inde-
pendently from the input image resolution or the number of input video frames. This transformer
has a set of learned latent vectors as queries, and the keys and values are a concatenation of the

spatio-temporal visual features with the learned latent vectors.
Gr Georgla
Tech.



Approach

Training on a mixture of vision and language datasets

- Datasets
- M3W:Interleaved image and text dataset.
« ALIGN: 1.8B text-to-image

This is an
image of a
flamingo.

1 A kid

Welcome | This is a & S This is a
doing a to my . 4 picture of \':%f; picture of|
website! o 8 my dog. = my cat.
_d, A

3 in
e kickflip.

. LTIP: 312M long-text and image i e T
° VT P: 27 M S h 0 rt_VI d eo an d text Figure 9: Training datasets. Mixture of training datasets of different formats. N corresponds to the number of

visual inputs for a single example. For paired image (or video) and text datasets, N = 1. T is the number of
video frames (7" = 1 for images). H, W, and C are height, width and color channels.

- Multi-objective training and optimisation strategy.
« Tuning the per-dataset weights Am is key to performance.
- Below weights were obtained empirically at a small model scale and kept fixed afterwards.

Dataset M3W ALIGN LTIP VTP

Am 1.0 0.2 0.2 0.03

Gr Georgia
Tech. 0



Experiments and Results

Zero/Few-shot Performance

s < - = 2 S a =
S =) a 2 =) S & = g < g g
= = g < g T & S z g = E < - & %
Method  FT Shot O % S =4 i 5 g F % 8 & A g g = <
o Q > N S > Q & 2 R 3
% > O E § > g g > é’ %) b & 2 § é‘
o o]
B4 [114] (124  [58] [38]  [135] 1431 [79] 851 [85]
sﬁ(e)lt-OS/FC;I‘:VA X 433 382 322 352 = 192 122 - 394 116 66.1 40.7
X)  (16) @ (0 © © (©0) © 0 ©  ©
X 0 412 492 730 275 401 289 606 110 327 558 396 461 301 213 53.7 584
Flamingo-3B X 4 433 532 850 330 500 340 720 149 357 646 413 473 327 224 536 -
X 32 459 5711 99.0 426 592 455 712 256 377 767 416 473 306 261 563 -
X 0 447 518 794 302 395 288 615 137 352 550 418 480 318 230 570 579
Flamingo-9B X 4 493 563 93.1 362 517 349 726 182 377 708 428 504 336 247 627 -
X 32 510 604 1063 472 574 440 728 294 407 713 412 504 326 284 635 -
X 0 506 563 843 356 467 316 672 174 407 60.1 397 520 350 267 464 60.8
Famings  * 4 574 631 1032 417 560 396 751 239 441 745 424 556 365 308 686 -
X 32 578 676 1138 523 651 498 754 310 453 868 422 556 379 335 700
Pretrdineil 544 802 1433 419 763 572 614 468 354 1387 367 752 547 252 79.1
Frsota Y [34]  [140]  [124]  [28]  [153]  [65]  [150]  ([S51]  [135] [132] [128]  [79]  [137] [129]  [62]
(X) (I0K) (444K) (500K) (27K) (500K) (20K) (30K) (130K) (6K) (10K) (46K) (123K) (20K) (38K) (9K)

Table 1: Comparison to the state of the art. A single Flamingo model reaches the state of the art
on a wide array of image (I) and video (V) understanding tasks with few-shot learning, significantly
outperforming previous best zero- and few-shot methods with as few as four examples. More
importantly, using only 32 examples and without adapting any model weights, Flamingo outperforms
the current best methods — fine-tuned on thousands of annotated examples — on seven tasks. Best

few-shot numbers are in bold, best numbers overall are underlined.
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Limitations

Functional Limitations Practical Limitations
- Hallucinations (Q) - Text interface inconvenient for some
tasks

- Poor generalization for long
- Expensive to train

sequences
- Worse than contrastive models in =
g
classification z
i Question: What is on the phone || Question: What can you see out || Question: WhOm is the person
e e o screen? Answer: the window? Answer: texting? Answer:
. Sensitivity to examples -
§ A text message from a friend. A parking lot. The driver.

Q: Is the model simply inferring answers through the prompts without using images? G Seorgia
14



Limitations

Learning new task or identifying trained task?

100.0% A
- Performance plateaus as number of examples ¢
5
© 00 -
reach 32 | =e
=
- Non-trivial performance without images (Q) § 80.0% -
()
- Examples may be locating task in memory (Q) & ‘ —8— Flamingo-808
& 70.0% 1y Flamingo-9B
o . go
“Task Location” [8] 2’ Flamingo 3B
60.0% “+— T T
0 4 8 16 32

Number of shots

Q: Is the model learning a new task at inference or just identifying a task learned during training?

Q: Is it possible that the model’s success is just due to the capabilities of the LM? Gl" greoflgia
ecn.
15
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Vision and Language
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ViperGPT: Visual Inference via
Python Execution for Reasoning

Problem Statement: VLM Reasoning Tasks

* Visual Grounding

+ Identifying the bounding box in an image WEE T\ Query: pizza front
that corresponds best to a given query. =

« Compositional Image Question

Answering Query: Does that

pancake look brown

» Decomposing complex questions into and round?
simpler tasks. '
+ External Knowledge-dependent Image Query: The real

live version of this
toy does what in
the winter?

Question Answering

» Many questions about images can only be
answered correctly by integrating outside
knowledge about the world.

Georgia
Tech.



Problem Statement: VLM Reasoning Tasks

* Visual Grounding

* Identifying the bounding box in an image

, Query: pizza front
that corresponds best to a given query. VP

« Compositional Image Question
Answering

» Decomposing complex questions into
simpler tasks.

Query: Does that
pancake look brown
and round?

« External Knowledge-dependent Image
Question Answering

« Many questions about images can only be
answered correctly by integrating outside
knowledge about the world.

Georgia
: Cr %%

Query: The real
live version of this
toy does what in
the winter?




Approach: Overview

Query q

“Which pet is in
the top left?”

l

Visual Input x

ViperGPT

Code LLM
T

API Specification

def compute_depth(image) -> torch.Tensor:
"""Return estimated depth"""
def exists(image, object_name) -> bool:
'""Return True if object_name is i
(text) -> text

Generated Code z

def process_query_function(image):
image_patch = ImagePatch(image)
pets = image_patch.find("pet")
pets_sorted = ...

return result

Code Execution ¢

Python Interpreter
+
API Implementation

11

Result: “shiba inu”

ViperGPT is a framework for solving complex
visual queries programmatically.

Inputs
 Visual input x: image / videos
» Textual query g: questions or descriptions

Output r: any type (e.g., text / image crops)

Program generator m: z = m(q)
. LLMs
« z:Python code

Execution engine ¢: r = ¢(x, 2)
» Python Interpreter
» APl Implementation

Gr Georgia
Tech.



Approach: Program Generation

Query: Does that pancake look brown
and round?

» Program Generator: GPT-3 Codex

» Obviates the need for task-specific

In: .. .
tralnlng for program generatlon.

Generated code

def execute_command(image):
image_patch = ImagePatch(image)
pancake_patches = image_patch.find("pancake")
is_brown = pancake_patches[@].verify_property("pancake", "brown")

is_round = pancake_patches[@].verify_property("pancake", "round") ° Input: a Sequence Of COde text

return bool_to_yesno(is_brown and is_round) . .
« Prompt: API specification

Query: Are there water bottles to the right of . _
* Query for the sample under consideration

the bookcase that is made of wood?

In:
Generated code

def execute_command(image):

oy il e E  Qutput: Python function definition as

bookcase_patches = image_patch.find("bookcase") H
for bookcase_patch in bookcase_patches: a Strlng.
is_wood = bookcase_patch.verify property('"bookcase", "wood")
if is_wood:
water_bottle_patches = image_patch.find("water bottle")
for water_bottle_patch in water_bottle_patches:
if water_bottle_patch.horizontal _center > \
bookcase_patch.horizontal center:
return "yes"
return "no"
return "no"

Georgia
12 Gl" Tech.




Visual Grounding

» Requires spatial reasoning and object identification
* Modules provided:

o Find, exists, verify_property, IoU (%) 1
best_image_match, compute_depth, RefCOCO RefCOCO+
distance

 Evaluated on RefCOCO and
RefCOCO+
- Takeaways: OWL-VIT [38] 30.3 29.4
vxn» GLIP [31] 55.0 52.2

o Clearly outperforms zero-shot methods N
Still far behind fine-tuned models ReCLIP [49] >8.6 60.5

o >t ViperGPT (ours) 72.0 67.0

o Expected result since this task focuses
on visual understanding instead of
reasoning

Georgia
21 Gl" Tech.






The mascot for the University of Maryland (UMD) is Testudo, a
diamondback terrapin (a type of turtle). Testudo has been the
official mascot since 1933 and is a beloved symbol on campus.
There are several bronze statues of Testudo around the UMD
campus, and students often rub his nose for good luck before

ﬁamﬁ 0o0n - -

Large Language Model

10000

Embedding

\ J

' )

Tokenization

\ J

“What's UMD's
mascot”



Large Language Model

10000

Embedding

Tokenization

“What's UMD's
mascot”



The eagle mascot is interacting with a bronze turtle statue. The mascot has its
right arm extended, gently touching the nose of the turtle. This creates a
friendly and engaging scene, with the mascot appearing to be in conversation
with the statue. The bronze turtle is positioned on a black pedestal, adding an
interesting contrast to the mascot's costume. This interaction seems to be
taking place in an outdoor setting, possibly at an event or in a public space
where the mascot is greeting or engaging with visitors. |:| |:| |:| |:| |:|

Vs

Large Language Model

0000 0000¢

Embedding

Vision Encoder

Tokenization

B “What are they doing?”

https://molmo.allenai.org/
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Vision Encoders for MLLMs

60

50

Average Score

30

20 1

T

General

Knowledge

OCR & Chart

T
Vision-Centric

Language Supervised
OpenAl CLIP ViT-L/14@336
DFN-CLIP ViT-L/14@224
DFN-CLIP ViT-H/14@378
EVA-CLIP-02 ViT-L/14@336
SigLIP ViT-L/16@384

SigLIP SO400M/14@384
OpenCLIP ConvNeXt-L@512
OpenCLIP ConvNeXt-L@1024
OpenCLIP ConvNeXt-XXL@1024
Self-Supervised

DINOv2 ViT-L/14@336
DINOv2 ViT-L/14@518
MoCo v3 ViT-B/16@224
MoCo v3 ViT-L/16@224
MAE ViT-L/16@224

I-JEPA ViT-H/16@224

Other

SAM ViT-H/16@1024

MiDaS 3.0 ViT-L/16@384
SD2.1/16@512

SupViT ViT-L/16@224



Vision Encoders for MLLMs

Alignment to DINOv2
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